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VHE gamma-ray astronomy with IACTs

28 gamma-ray detectors

Figure 3.5: Sketch not to scale of the stereoscopic view of a gamma-ray-induced EAS using
multiple telescopes. Each telescope views the EAS from different positions inside
the Cherenkov pool.

Initial Cherenkov telescopes were small counting-rate detectors. With them, no
robust detection of a gamma-ray source was achieved. The first detection was
accomplished with the second generation of IACTs. In particular, the first detection
was the Crab Nebula with the Whipple telescope (see Fig. 1.1; Weekes et al. 1989).
Nowadays, a transition between the third and fourth IACT generations is ongoing.
The third generation is formed by the mature MAGIC, H.E.S.S., and the Very Ener-
getic Radiation Imaging Telescope Array System (VERITAS) experiments, among
others. The upcoming fourth generation will constitute CTAO. Currently, the first
telescope of CTAO is under commissioning, and more are under construction. The
reader is referred to Aharonian et al. (2008), Chadwick (2021), Bose et al. (2022),
and Mirzoyan (2023) for historic reviews on IACTs. The following sections describe
the MAGIC telescopes, CTAO, and the Large-Sized Telescopes.

4.1 general description of the data analysis flow 39

Figure 4.2: Pixel charge distribution in the LST camera frame of a bright simulated gamma
ray (left) and proton (right).

in Fig. 4.2 and Sects. 3.2.1 and 3.2.2). Additionally, a single muon event created
in a hadronic shower can produce a ring-shaped or arc-shaped image if it passes
close or far to the telescope, respectively. Its characteristic shape results from their
straight trajectory with a constant Cherenkov cone angle. Muon rings are used as
calibrators to assess the absolute optical efficiency of the telescope (e.g. Gaug et al.
2019).

Typically, the Cherenkov signal is confined to just a few tens of pixels (see Fig. 4.2),
which is a small fraction of the total number of available pixels of IACT cameras,
O(1000). The rest of the camera records background noise (NSB, PMT after pulses*,
moonlight, electronic noise, etc.). Images are cleaned up to keep only triggers
with Cherenkov images and reduce the NSB noise that strongly affects the image
parametrisation (see Fig. 4.3). Various cleaning techniques exist that exploit the
distinct characteristics of Cherenkov images to discriminate them from signal-less
pixels.

Cleaning methods are typically based on a two-level procedure, and can account
also for additional conditions, e.g., arrival time coincidence. A widely used method
is the “tail-cut” cleaning method, which applies two different charge thresholds:
the “picture” and “boundary” thresholds (Daum et al. 1997), the former employing
a higher charge value than the latter. In the tail-cut method, a pixel passes the
cleaning if either (1) its charge exceeds the picture threshold (referred as core pixel),
or (2) its charge is above the boundary threshold and adjacent to a pixel exceeding
the picture threshold (boundary pixel). An additional condition requires that a
minimum number of core pixels are needed adjacent to the trigger pixel.

Including the temporal information in the cleaning procedure is particularly
important at low energies because it provides an independent cut in addition to
the one on the charge. Such an independent cut makes noise discrimination more
efficient than using only charge information since background-dominated pixels
do not show temporal coincidence among them. As a result, the cleaning charge
thresholds can be reduced while keeping an acceptable noise level, allowing to

*After pulses are spurious signals that follow genuine pulses. They are produced when an ion is
accelerated back to the photocatode of the PMT (Akchurin and Kim 2007). After-pulse charge can
range from 1 p.e. to several tens of p.e. and can be mistaken for true pulses.
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Figure 3.4: Angular distribution of Cherenkov photons from a gamma ray (left) and a
proton (right). Credit: Errando and Saito (2024).

photons decreases. The exact angular distribution depends on the energy and
height a.s.l.. However, non-statistical fluctuations in the light density appear when
the gamma-ray energy decreases (Chitnis and Bhat 1998).

CR-induced EASs produce non-uniform photon distributions with irregular and
wider timing profiles than gamma rays because the irregularities in the EAS are
propagated into the Cherenkov emission (see, e.g. Fig. 3.4 and Oser et al. 2001).
The Cherenkov emission mainly originates from the superposition of multiple
electromagnetic sub-showers produced by the gamma rays from neutral pion
decays (Chitnis and Bhat 1998).

The Cherenkov emission is a measurable signal to estimate the energy of the
incident gamma ray because the total number of Cherenkov photons is proportional
to the number of secondaries‡‡, which is also a quantity proportional to the incident
gamma ray energy. For example, a vertical-incident 1 TeV gamma ray produces
about 180 photons m→2 at 1.7 km a.s.l. within 125 m of the EAS axis, but only about
50 photons m→2 for a 100 GeV gamma ray (Oser et al. 2001).

3.2.3 Imaging Atmospheric Cherenkov Telescopes

IACTs are designed to detect the Cherenkov emission produced by a gamma ray
entering the atmosphere. IACTs are characterised by large collection areas that
focus the light into the focal plane where the camera digitalises the images. As a
result, the images are snapshots of the total longitudinal development of the EAS.
IACTs aim to resolve the Cherenkov image of the EAS to reconstruct the properties
of the primary event that induced it.

The technical requirements for detecting the brief Cherenkov emission of 10–
100 photons m→2 inside a circular surface of radius ↑120 m and resolving the image
are (Errando and Saito 2024):

• Large collection mirrors (↑100 m2) to collect as many photons as possible.
‡‡Note that the Cherenkov emission from EASs is not an ideal calorimeter for protons or heavier

particles as fewer particles yield Cherenkov light than gamma-ray initiated cascades, and some
particles such as muons are not fully absorbed in the atmosphere (see Wagner 2006; Oser et al. 2001).

Credit: Errando & Saito (2024) 
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Figure 4.5: Schematic view of the disp method for a single telescope (left) and in a stereo-
scopic mode (right). The latter view describes the approach in Aleksić et al.
(2016b). Image adapted from Carreto Fidalgo (2019).

(e.g. Bernlöhr et al. 2013; Aharonian et al. 2008). Consequently, Monte Carlo (MC)
simulations are often employed to accurately account for them.

Machine learning techniques, trained with MC simulations, are widely used to
reconstruct the properties of the primary event (reconstructed energy, direction and
particle type). This reconstruction step is commonly performed using algorithms
like random forest (RF) or boosted decision trees. The training datasets typically
consist of MC-simulated gamma-ray and background events (typically protons),
or observational background data (OFF data, e.g. Berti 2018; Abe et al. 2023b). In
addition to decision tree-based methods, various other approaches can be used for
parameter-based estimators including machine learning neural networks, MC-filled
look-up tables, and more (Bock et al. 2004; Murach et al. 2015; D’Amico 2022).

While image parameters provide relevant information for reconstructing the
primary particle properties, multiple parameters are used in parameter-based
reconstruction methods, as they can contribute with complementary information.
The main reconstructed particle properties include:

• Energy reconstruction. Regression algorithms or lookup tables are commonly
used to estimate the reconstructed energy of the primary particle (e.g. Aleksić
et al. 2012; Krawczynski et al. 2006). Both the impact parameter and intensity
are relevant features for this task. Due to the wide range of energies involved,
the logarithm of the intensity is considered. The reconstructed energy can also
serve as an input parameter for reconstructing other properties (Abe et al.
2023b).

• Direction reconstruction. The disp method is widely employed to estimate the
arrival direction of the primary particle. The disp parameter is defined as the
angular separation between the CoG and the reconstructed direction (see left
panel of Fig. 4.5). The length/width is a relevant parameter for this task, as disp
is proportional to the ellipticity of the image (see Sect. 4.1.2; Lessard et al. 2001).
In single telescope observations, the reconstructed arrival direction is assumed
to lie along the semi-major axis of the image ellipse (Lessard et al. 2001), while
in stereoscopic observations, the direction is reconstructed by combining the

42 iact data calibration, processing and high-level analysis

Figure 4.5: Schematic view of the disp method for a single telescope (left) and in a stereo-
scopic mode (right). The latter view describes the approach in Aleksić et al.
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Adapted from A. Aguasca-Cabot (2025, PhD Thesis)

• Detection of Cherenkov radiation produced by 
gamma-ray induced EAS in the atmosphere 
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Cherenkov Telescope Array Observatory (CTAO)

Daniel Mazin Canfranc, seminar, 27 May 2025

Cherenkov Telescope Array Observatory 
Alpha configuration

9
www.ctao.org
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Daniel Mazin Canfranc, seminar, 27 May 2025

Cherenkov Telescope Array Observatory  
CTAO

• 3-10 times better flux sensitivity and larger energy coverage

• 5 times better angular resolution for morphology study and reduce source confusion for galactic 

sources

• Large Field Of View for survey capability (4.3 ̊ LST, 7.5 ̊ MST, 10.5 ̊ SST) 

• 2 sites to cover both hemispheres: La Palma (Spain) and Paranal (Chile)

10

GRBs

AGNs

• larger E-coverage: 20 GeV - 300 TeV 
• x10 better flux sensitivity  

=> spectral studies, source discoveries 
• x5 better angular resolution 

=> morphology studies, less confusion 
• Large field-of-view  

=> 4.3 ̊ LST, 7.5 ̊ MST, 10.5 ̊ for SST 
• 2 sites to cover both hemispheres:  

=> La Palma (Spain) and Paranal (Chile)

Cherenkov Telescope Array Observatory (CTAO)
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The CTAO/LST-1 prototype

LST-1 specs

Adapted from D. Mazin, Canfranc (2025)

Daniel Mazin Canfranc, seminar, 27 May 202514

• LST1 inaugurated in 2018. 
Regular data taking since 
January 2020 

• LST2-4: being build up,  
operative in ~early 2026

•  Alt-Azimuth mount, with a 
parabolic 23m mirror dish

• Camera:1855 PMTs, FoV ~ 4.3° 
• Focal length: 28 m
• Eff. Area ~370 m2
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The CTAO/LST-1 prototype

Daniel Mazin Canfranc, seminar, 27 May 2025

LST-1

15

R. Lopez Coto

Adapted from D. Mazin, Canfranc (2025)

•  Alt-Azimuth mount, with a 
parabolic 23m mirror dish

• Camera:1855 PMTs, FoV ~ 4.3° 
• Focal length: 28 m
• Eff. Area ~370 m2

• LST1 inaugurated in 2018. 
Regular data taking since 
January 2020 

• LST2-4: being build up,  
operative in ~early 2026

LST-1 specs
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LST Collaboration

CTA LST Collaboration
cherenkov 
telescope 
array

• The CTA LST Collaboration consists of 
250+ scientists from 12 countries 

• Learn more at : https://www.cta-
observatory.org/project/technology/
lst/ 

• Learn more at : https://
www.lst1.iac.es/collaboration.html
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A.Fiasson - LST Project Status - Rencontres de Moriond 2024

The Large-Sized Telescope Collaboration

~ 300 scientists in 11 countries
Development and building of
- 4 LSTs on CTA North site
- 2+ LSTs on CTA South site

4

• > 330 scientists + 160 engineers from 11 countries 
• Building of 4 LSTs (CTA-N) + 2 LSTs (CTA-S)
• https://www.cta-observatory.org/project/technology/

lst/
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LST-1 performance

cuts that keep a given percentage of the MC gamma-ray events
in each bin of reconstructed energy.As baseline settings, we
decided to use 70% efficiency for both the gammaness and the
θ cuts. Additionally, we set maximum values 0.95 for the
gammaness cut and 0°.32 for the θ cut.

Since the data set fully consists of observations performed in
wobble mode, we can estimate the residual background in the
signal region by using the event count in a control off-source
sky region within the field of view, as explained in Section 5.

We then perform a forward-folding likelihood fit in the
energy range 50 GeV–30 TeV for straightforward comparison
with the MAGIC reference (Aleksić et al. 2015) assuming a
log-parabola spectral shape for the differential energy spec-
trum:

f = a b- - - - -d dE f E E cm s TeV , 1E E
0 0

log 2 1 10· ( ) [ ] ( )· ( )

where E0= 400 GeV was chosen close to the decorrelation
energy (energy at which the normalization of the spectrum, f0,
is least correlated with the other spectral parameters), and log is
the natural logarithm. The best-fit model for the entire data set
is shown in the left panel of Figure 16, and the resulting
spectral parameters are listed in Table 1. Additionally, using
the Gammapy utility FluxPointsEstimator, we display
the flux points calculated based on this spectral model
considering eight bins per decade logarithmically spaced. The
procedure followed to obtain the flux normalization in each
energy bin is described in Acero et al. (2015). Since the fitting
range of the model starts at 50 GeV, lower-energy flux points
up to 1 TeV are instead computed taking into account the joint
model fit of the Fermi-LAT and LST-1 data sets (see
description below).

In order to check that the SED model does not significantly
change with the applied gamma-ray efficiencies, we obtained

the SED for different combinations of gammaness and θ
selection cuts, with (40, 70, 90)% gamma-efficiency for
gammaness and (70, 90)% in the case of θ. Tighter θ cuts are
not advisable, given the discrepancies shown in Figure 11. The
envelope of the resulting SEDs is shown as the hatched area in
Figure 16. This area provides us with a rough estimate of the
systematic uncertainty we may have from mismatches between
the actual telescope performance and the MC simulation (in
case of a significant mismatch, tighter signal selection cuts
always result in underestimated fluxes).
In view of the behavior of the low-energy spectral points,

which lie significantly above the best-fit SED, we also
evaluated the effect of a possible systematic error in the
background estimation. The baseline assumption in the analysis
is that the signal and the control regions have identical
acceptance, and hence the event count in the latter is an
unbiased estimate of the number of background events in the
former. The open markers in Figure 16 show how the spectral
points would change when the background estimate is
increased by 1%. Such a small increase in the background,
which only affects the lowest-energy part of the SED, is
enough to bring the anomalous spectral points well below the
best-fit SED and the Fermi-LAT measurements in the same
energy range. This test highlights the limited background
suppression capabilities of a single IACT near its threshold,
resulting in gamma-ray excesses of only a few percent of the
residual background, even for a source as bright as the Crab
Nebula. Note that the large effect in the SED below 100 GeV of
the 1% background modification actually hints at a smaller
background systematic error, if we take the Fermi-LAT points
as a reference. As a further check, we also compared the
background rate after cuts in two off-source regions at the same
distance from the center of the field of view (0°.4), and
equidistant from the Crab, and we obtain a difference between

Figure 16. SED of the Crab Nebula for the entire LST-1 data set obtained with the source-independent analysis (left panel) and source-dependent analysis (right
panel). Flux points (black circles) and best-fit model (solid blue line) correspond to the data set with a cut in image intensity > 80 p.e., and energy-dependent
gammaness and θ/alpha (source-independent/source-dependent) selection cuts with 70% gamma-ray efficiency. The solid error band illustrates the statistical
uncertainty of the fit. Open markers represent the effect of increasing the background normalization by 1%, to show that even such a small systematic error can have a
large effect, well beyond the statistical uncertainty, on the flux at the lowest energies. The joint fit of the Fermi-LAT and LST-1 spectra is represented by the dotted
line (accompanied by its statistical uncertainty band). The SED model obtained with the source-independent analysis is also shown for comparison in the right panel
(red dotted–dashed line).
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• “LST-1 performance paper”:  
Abe et al. 2023

• Low Eth (down to ~20 GeV) 
• Large eff. area at multi-GeV range  

( ~ 104 x Fermi-LAT @ ~ minutes 
timescales) 

• Angular resolution: 0°.12–0°.40

• E-resolution: 15%–50% 

• Flux sensitivity: 1.1% Crab Nebula flux  
at E > 250 GeV (50h obs)

•

The MAGIC sensitivity (Aleksić et al. 2016) is also shown
for comparison in Figure 15: as expected, despite the larger
mirror area of LST-1 compared to that of the MAGIC
telescopes, the advantages of stereoscopic reconstruction can

be clearly seen in the plot. Above 100 GeV, MAGIC has a
factor ∼1.5 better sensitivity on average. At lower energies, the
difference actually increases, despite the lower LST-1 thresh-
old. The smallest difference is seen at the highest energies, a
result of the much larger field of view of LST-1, which
provides larger reach in impact parameter.

6.2. Crab Nebula Spectrum and Light Curve

Aside from the metrics presented in previous sections, we
assess the performance of the telescope by extracting the SED
and light curve of the gamma-ray emission from the Crab
Nebula, known to be stable in the VHE band, and comparing
them with previous measurements reported by other instru-
ments. DL3 data, containing gamma-like event candidates and
the IRFs, are further processed using Gammapy v0.20 (Donath
et al. 2022) to produce these high-level results for the two
analysis approaches mentioned above. The LST-1 SEDs also
include a small contribution from the pulsar at the lowest
energies (estimated from Ansoldi et al. 2016 to be ;10% and
2% of the total flux at 30 and 100 GeV, respectively), which is
smaller than the total uncertainty and has not been subtracted in
this analysis.
The event selection starts with an image intensity cut of >80

p.e. for the analysis of the entire data set (relaxed to >50 p.e.
for the separate analysis of the post-2021 August subset), as
explained in Section 4. The gamma-ray candidates are then
chosen by applying energy-dependent gammaness and angular

Figure 14. Distribution of several image parameters for events in the intensity range 800–3200 p.e., gamma MC simulations vs. Crab Nebula excess events. The sharp
peak at 0 in the time gradient distribution of the background (bottom-right panel) is mostly due to events dominated by single muons. In the bottom plots, the sign of
the skewness and time gradient parameters is defined relative to the true source position, to show the asymmetry that allows us to determine the head-tail orientation of
the shower images.

Figure 15. Differential sensitivity for source-dependent and source-indepen-
dent analyses, vs. reconstructed energy, with and without including the
condition that the signal-to-background ratio has to be at least 5%. The MAGIC
reference is taken from Aleksić et al. (2016).
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LST-1 Early Science
• LST-1 commissioning obs. (Sep. 2020 - Jan. 2023) 
• Time after quality cuts: ~103h for Zd < 50deg 

Crab Pulsar results: Phaseogram

11

Zd < 50 deg

P1 + P2 detected at >15σ in 100h 
Similar to MAGIC Sumtrigger-II but with only one telescope!

Ceribella, Giovanni et al. PoS 
ICRC2019 (2021) 645. 

LST-1 observations of the Crab PSR

Crab Pulsar results: LST-1 SED 

14

Γ = 3.03 ± 0.09

Γ = 3.44 ± 0.15

● P1 SED follows power-law 
models up to 450 GeV (P1) and 
700 GeV (P2)

● P2 harder than P1 (known 
feature)

● Confirms MAGIC results above 
500 GeV

Systematic uncertainties in Γ of ~10% for P1 and ~5% for P2. Accurate characterization 
of the pulsar at low energies!

• Peak location does not change significantly with increasing energy (20 - 700 GeV)
• P1 width dropping until ~10 GeV, P2 width decrease > 2 GeV
• P1/P2 ratio declines up to 100 GeV, remains constant (P1/P2 ~0.5) at > 100 GeV

Abe, K., et al.: A&A, 690, A167 (2024)

Fig. 4. Evolution of the peak width as a function of the energy from
100 MeV to 200 GeV using Fermi/LAT and LST-1 data. The fit of the
LST-1 data was not successful above 200 GeV due to the lack of statis-
tics.

2021), was already found in other studies (Aleksić et al. 2012).
The LST-1 measurement in Fig. 4 was fitted to a linear model
(FWHM=m · log(E)+n) above 20 GeV, finding that for P2 the
best fit has a slope of mP2 = 0.041± 0.009 and shows a pvalue =
0.65. For P1 the fitted model to the LST-1 data shows a slope of
mP1 = 0.016± 0.013. Although for this model pvalue = 0.31, the
large statistical uncertainties of the LST-1 points make it di�-
cult to conclude a significant variation of the width of P1 above
20 GeV.

The Fermi/LAT data were also divided into energy bins
and the phaseogram was fitted to the same model as for the
LST-1 data. Representing the width of the peaks as a func-
tion of energy from MeV to GeV (Fig. 4) one can see a soft
transition between Fermi/LAT and LST-1 data. For both peaks,
the width above 20 GeV is lower than at 200 MeV as seen in
other works (Aliu et al. 2011; Aleksić et al. 2012). Since the
energy reconstruction is di↵erent for the two instruments, a
systematic error exists (see Sect. 3.1), although a direct quan-
tification of them is di�cult due to a lack of theoretical pre-
diction for the full width at half maximum (FWHM) of the
peaks. However, Fermi/LAT and LST-1 results in Fig. 3 are
compatible in their overlapping energy region for P2. For
P1, the FWHM points of both instruments are at a simi-
lar level and to make them fully compatible we would only
need to add a <⇠20% systematic error between the two
instruments.

4.1.3. P1/P2 ratio

As seen in Fig. 3, the intensity and significance of P1 is higher
in the lowest-energy bin, below 30 GeV. In the rest of the bins,
P2 appears stronger than P1. To study this trend, the LST-1 dif-
ferential ratio of P1/P2 was determined as well from the excess
counts in each reconstructed energy bin. The same ratio was
computed with the Fermi/LAT sample in 13 energy bins to plot

Fig. 5. Evolution of the P1/P2 ratio as a function of the energy from
100 MeV to 400 GeV using Fermi/LAT and LST-1 data. The fit of the
LST-1 data was not successful above 400 GeV due to the lack of statis-
tics for P1.

the energy evolution of the di↵erential ratio. As a result, we
covered the energy range from 100 MeV up to 400 GeV using
both instruments. The result is depicted in Fig. 5. One can see a
fast decrease in the ratio from MeV down to ⇠0.5 at ⇠200 GeV.
This trend was already found in other works (Aliu et al. 2011;
Aleksić et al. 2012; Mirzoyan et al. 2022). The P1/P2 ratio
achieves 1 at Eeq ⇡ 30 GeV. The overall LST-1 ratio, integrated
over the entire energy range, is P1/P2= 0.84± 0.11. The LST-
1 points show lower statistical errors than the Fermi/LAT ones,
indicating that the LST-1 can provide more accurate results
above 20 GeV even with only 100 hours.

The P1/P2 ratio points of LST-1 derived in Fig. 5 are rep-
resented in reconstructed energy. Near the threshold of the
LST-1 the reconstructed energy of the events is systemati-
cally greater than the true one. This introduces a system-
atic error, as mentioned in Sect. 3.1. The maximum system-
atic error in the di↵erential P1/P2 computation at low energies
due to the energy dispersion of our system is ⇠20% as esti-
mated from a set of MC simulations with a similar zenith dis-
tribution as our data. For the integral ratio, the maximum of
this systematic error drops to ⇠12%. Thus, the LST-1 P1/P2
ratios in each reconstructed energy container are therefore over-
estimated with respect to those of Fermi/LAT by at most
that 20%.

4.1.4. Source-dependent versus source-independent

Apart from the source-dependent phaseogram shown in Fig. 1,
a source-independent one (i.e., excluding source-dependent
parameters in the RF training) was computed to compare the per-
formance of the two methods. The analysis chain was similar to
the one used for the source-dependent case but changing the MC
e�ciency to 91% to have a similar background rate in the two
approaches. In particular, for this e�ciency, we get a di↵erence
in background level <1%. The results are shown in Table 2. The
source-dependent analysis shows better performance for study-
ing the pulsed emission, with a di↵erence of 1.5� in P1 and 2.7�
in P2.

The results described in Abe et al. (2023b) show that the
sensitivity curves below 100 GeV are similar for both source-
dependent and source-independent analysis. The di↵erence
found in the Crab pulsar analysis indicates that the source-
dependent approach improves the sensitivity at the lowest true
energies, near the threshold of the telescope, where the signal of
the pulsar is more intense and the background estimation in the
Crab Nebula is more uncertain.
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LST-1 Early Science
• Observed with LST-1 on (Dec. 2022 - March 2023)
• Time after quality cuts: ~60h for Zd < 50deg LST-1 observations of the Geminga PSR

CTAO-LST Project: The Geminga pulsar with LST-1

Fig. 1. Phaseogram of the LST-1 observations of the Geminga shown over two rotational periods, with no cut in energy. The di↵erent phase
regions (P1, P2, Bridge and background, or OFF) are highlighted in the plot. The average level of the background counts is reported as the dashed
horizontal line. We also report the Li&Ma significance of both peaks and the inter-peak region and the total observation time.

logarithmically-spaced bins, [15, 31] GeV and [31, 65] GeV, and235
repeated the analysis in both. We did not include data above 65236
GeV due to the lack of signal from P2 at those energies.237

The best-fit results for the full band and the two energy bins238
are reported in Table 1 for both the Gaussian and the Lorentzian239
profiles, along with their statistical errors. All the statistical un-240
certainties from now on in the paper will be reported at 1�241
level. The Full Width at Half Maximum (FWHM) has been242
chosen as a measure of the peak width and it has been com-243

puted as FWHMGauss = 2�
p

2 log 2 for the Gaussian and as244
FWHMLor = 2� for the Lorentzian. Henceforth, the notation245
"log" refers to the natural logarithm.246

We found, for both models, that the position of the second247
peak of Geminga does not significantly change in the two stud-248
ied energy bins. The value is compatible with that reported in249
Ceribella (2021) within the statistical errors, but slightly di↵ers250
from the best-fit values of Abdo et al. (2010). The same conclu-251
sions can be drawn for the peak width results.252

The results obtained for the Gaussian and Lorentzian models253
are consistent with each other. To assess the goodness of fit of254
both models, we reported the associated p-value. We also com-255
puted the Akaike Information Criterion (Akaike 1974) defined256
as AIC = 2k � 2 log(L), where k and L represent the number257
of model parameters and the maximum likelihood of the model.258
The AIC can be used to compare the results of two non-nested259
models and determine if one of the two is preferred. In gen-260
eral, lower coe�cient values indicate a better agreement between261
the fit and the data. For the LST-1 sample, the Gaussian profile262
shows slightly lower values of the AIC. We computed the di↵er-263
ence �(AIC) for both the full band and the energy bins, obtaining264
�(AIC) = (9.6, 2.2, 9.2) for the broadband, the first and second265
bin, respectively.266

As an additional cross-check, we fitted the phaseograms ob- 267
tained with the Fermi-LAT sample described in Sect. 2.2 for en- 268
ergies above 15 GeV (considered as the “broadband" Fermi sam- 269
ple) and in the same energy bins as for the LST-1 analysis, i.e. 270
[15, 31] GeV and [31, 65] GeV. The results obtained, shown in 271
Table 1, are consistent with the LST-1 ones within the statistical 272
uncertainties for both the Gaussian and the Lorentzian profiles. 273
The fit in the second energy bin did not converge well, probably 274
due to the low statistics of the Fermi-LAT sample above 30 GeV, 275
and for this reason we did not report the results. The comparison 276
of the p-values for the two profiles suggests a significant pref- 277
erence, in the case of the Fermi-LAT sample, for the Gaussian 278
profile rather than the Lorentzian. The derived AIC di↵erences 279
also confirm this result: �(AIC) = (48.3, 52.6) in the case of the 280
broadband and the first energy bin, respectively. 281

3.3. Spectral energy distribution of P2 282

In order to obtain the SED of the second peak, we performed 283
a forward folding fit using Gammapy in the energy range [20, 284
95] GeV, considering 5 bins per decade, using a power law (PL) 285
model: 286

dN
dE
= f0

 
E
E0

!��
, (3)

where f0 represents the flux normalisation, � is the spectral in- 287
dex, and E0 is the reference energy. 288

The choice for the lower edge of the fitting range is con- 289
nected to the estimated energy threshold of the analysis. We 290
chose the upper edge of our energy binning closest to 100 GeV 291
to assess the possibility of obtaining a spectral point at energies 292
above 65 GeV. For more details, refer to Sect. 3.3.1. We set the 293
reference energy to E0 = 14.3 GeV, the decorrelation energy 294
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Fig. 2. 2-dimensional weighted (considering Geminga’s spectral index � = 4.5) histogram of the reconstructed energy versus the true energy,
projected onto the true energy axis for the two reconstructed energy bins used for the morphological study of P2, [15, 31] GeV (left) and [31, 65]
GeV (right). The Monte Carlo data used for the plots were produced at Zd = 10�. The dashed line represents the equivalence between the true
energy Etrue and the reconstructed energy Ereco. The z-axis is in units of rate, i.e. events per second.

Fig. 3. Joint LST-1 (squares) and Fermi-LAT (circles) data samples of P2, along with the best-fit results of both the power law with an exponential
cuto↵ (PLEC, dotted line) and the power law with sub-exponential cuto↵ (PLSEC, dashed line). The power law fit of the LST-1 only points (orange
squares) is shown together with its statistical 1� uncertainty band (solid line and shaded area) and the systematics uncertainty band (dash-dotted
area) considering both the systematics on the index and the flux normalisation. The MAGIC Collaboration et al. (2020) points are depicted as
triangles for comparison. The horizontal error bars represent the width of the energy bins.

at di↵erent energies is generated via the same emission mecha-363
nisms.364

We performed a joint fit of LST-1 and Fermi-LAT data be-365
tween 100 MeV and 100 GeV testing two spectral models. The366
first was a power law with an exponential cuto↵ (PLEC), and the367
second was a power law with a sub-exponential cuto↵ (PLSEC).368

The same mathematical law describes both models: 369

dN
dE
= f0

 
E
E0

!��
exp

"
�

 
E
Ec

!�#
= f0

 
E
E0

!��
exp

⇥ � �
�E

��⇤, (4)

where � = 1 in the case of PLEC, while � < 1 for the PLSEC. 370
E0 is the reference energy and Ec is the cuto↵ energy. We also 371
report the formulation of the equation used in Gammapy, which 372
uses the reciprocal of the cuto↵ energy � = 1/Ec. 373
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Abe et al. 2025a, accepted 

• Demonstrates LST-1 capabilities for PSR studies: P2 at > 12σ in 60h (vs MAGIC: 6.3σ in 80h)
• P1 remains undetected, (2.6σ hint => 200h for a 5σ signal, 30h with the full LST array)
• No E-dependent evolution within [15 - 31] and [31, 65] GeV bands
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LST-1 Early Science

• Symbiotic binary: white dwarf + 
red giant star, d~2.45 kpc, with 
recurrent nova outbursts (~15 yr)

• First nova ever detected at VHE 
gamma rays

• Gamma-ray emission modeling: 
hadronic scenario favoured

• Retrieve spectra of injected 
particles (using LST-1, MAGIC, 
H.E.S.S. and LAT)

• Excellent perspectives for future 
novae (e.g. T CrB)

Nova RS Ophiuchi
Abe et al. 2025b

RS Ophiuchi (RS Oph)

Credit: David A.Hardy/ www.astroart.org & PPARC.  

• Symbiotic binary at ! ∼ 2.45	kpc
– White dwarf and red giant star

• Recurrent nova outbursts every 
~ 15 years
– Recurrent nova

• Nova: 
– Thermonuclear runaway explosion at 

the surface of a white dwarf in a 
binary system

• August 2021, RS Oph outburst: the 
first detection of a nova at VHEs 
(H.E.S.S. Collaboration 2022, Acciari et al. 2022)

2

Credit: David A.Hardy/ www.astroart.org & PPARC. 

Daniel Mazin Canfranc, seminar, 27 May 2025

RS Ophiuchi Nova

24
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Fig. 3. RS Oph daily SEDs from HE to VHE gamma rays using
Fermi-LAT (black circles), LST-1 (blue squares), MAGIC (orange
diamonds; Acciari et al. 2022), and H.E.S.S. (green empty squares
and filled circles for the telescopes CT5 and CT1–4, respectively;
H. E. S. S. Collaboration 2022). From top to bottom, panels a, b and c
correspond to observation-day intervals t�t0 ⇠ 1 d, 2 d, and 4 d, respec-
tively. The best-fit leptonic and hadronic models are displayed as dashed
red and solid black curves, respectively. For the hadronic model, the
corresponding contributions from neutral and charged-pion decays are
shown in grey.

results likely contributes to worsening the goodness of fit of the
models. Thus, to account for the LST-1, MAGIC, and H.E.S.S.
discrepancies due to possible energy-scale uncertainties in the
IACT data analyses, the hadronic and leptonic models were refit-
ted including systematic energy-scale uncertainties as nuisance

Table 4. Model-fit results without and with systematic uncertainties
using the leptonic and hadronic modelling for observation days t�t0 ⇠
1 d, 2 d, and 4 d.

Parameter Best-fit value on observation day
Day 1 Day 2 Day 4

Leptonic BPL model without systematics

Slope 1, �e,1 0.0+0.8
�0.6 �1.3+1.5

�0.5 �1.4+0.6
�0.7

Slope 2, �e,2 �3.79+0.17
�0.18 �3.57+0.11

�0.15 �3.52+0.05
�0.06

Eb,e [GeV] 14+3
�3 17+8

�4 22+9
�6

�2/Nd.o.f 12.9/15 24.9/21 24.9/15
�2

red 0.86 1.19 1.66
AICc 23.7 34.9 35.8

Hadronic ECPL model without systematics

Slope, �p �2.25+0.13
�0.13 �2.49+0.07

�0.07 �2.48+0.08
�0.08

Ec,p [TeV] 0.26+0.08
�0.08 1.0+0.3

�0.3 1.6+0.6
�0.6

�2/Nd.o.f 21.5/16 24.9/22 26.5/16
�2

red 1.34 1.13 1.66
AICc 29.1 32.0 34.1

Leptonic BPL model with systematics

Slope 1, �e,1 0.4+1.9
�1.9 �1.6+0.8

�0.3 �1.4+0.8
�0.7

Slope 2, �e,2 �3.70+0.17
�0.17 �3.6+0.2

�0.2 �3.75+0.13
�0.11

Eb,e [GeV] 13+3
�3 20+9

�8 30+11
�10

�2/Nd.o.f 12.9/12 22.8/18 16.8/12
�2

red 1.08 1.27 1.40
AICc 37.1 43.4 41.0

Hadronic ECPL model with systematics

Slope, �p �2.22+0.06
�0.10 �2.51+0.05

�0.05 �2.40+0.15
�0.15

Ec,p [TeV] 0.23+0.06
�0.04 0.9+0.2

�0.2 1.0+0.6
�0.6

�2/Nd.o.f 21.1/13 20.4/19 19.9/13
�2

red 1.62 1.07 1.53
AICc 40.1 37.1 38.9

Notes. For the leptonic modelling, �e,1 and �e,2 are the best-fit slopes
below and above the best-fit energy break (Eb,e), respectively, of the
electron energy distribution. For the hadronic case, �p is the best-fit
slope and Ec,p is the best-fit cuto↵ energy of the proton energy dis-
tribution. We provide the �2

red fit statistics (�2
red = �

2/Nd.o.f ) and the
daily AICc values (see text). The sum of the AICc values for all days
for the leptonic model without and with systematics is 94.4 and 121.5,
respectively, while for the hadronic model without and with systemat-
ics, it is 95.2 and 116.1, respectively. The error values correspond to the
quadratic sum of 1� fit and sampling errors (Appendix C). The units of
Ec,p and Eb,e are in TeV and GeV, respectively.

parameters in the fitting process (see Appendix D). The best-fit
results are shown in Table 4. The hadronic and leptonic results
with and without systematic are compatible and exhibit the same
temporal trends of the particle spectra.

We summed the AICc values of all the observation days and
compared the models with and without systematics. The leptonic
and hadronic model fits without systematics are both favoured
over considering them (�AICc = 27.1 and �AICc = 20.9, with a
relative likelihood of 1 ⇥ 10�6 and 3 ⇥ 10�5 for the leptonic and
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Fig. 3. RS Oph daily SEDs from HE to VHE gamma rays using
Fermi-LAT (black circles), LST-1 (blue squares), MAGIC (orange
diamonds; Acciari et al. 2022), and H.E.S.S. (green empty squares
and filled circles for the telescopes CT5 and CT1–4, respectively;
H. E. S. S. Collaboration 2022). From top to bottom, panels a, b and c
correspond to observation-day intervals t�t0 ⇠ 1 d, 2 d, and 4 d, respec-
tively. The best-fit leptonic and hadronic models are displayed as dashed
red and solid black curves, respectively. For the hadronic model, the
corresponding contributions from neutral and charged-pion decays are
shown in grey.

results likely contributes to worsening the goodness of fit of the
models. Thus, to account for the LST-1, MAGIC, and H.E.S.S.
discrepancies due to possible energy-scale uncertainties in the
IACT data analyses, the hadronic and leptonic models were refit-
ted including systematic energy-scale uncertainties as nuisance

Table 4. Model-fit results without and with systematic uncertainties
using the leptonic and hadronic modelling for observation days t�t0 ⇠
1 d, 2 d, and 4 d.

Parameter Best-fit value on observation day
Day 1 Day 2 Day 4

Leptonic BPL model without systematics

Slope 1, �e,1 0.0+0.8
�0.6 �1.3+1.5

�0.5 �1.4+0.6
�0.7

Slope 2, �e,2 �3.79+0.17
�0.18 �3.57+0.11

�0.15 �3.52+0.05
�0.06

Eb,e [GeV] 14+3
�3 17+8

�4 22+9
�6

�2/Nd.o.f 12.9/15 24.9/21 24.9/15
�2

red 0.86 1.19 1.66
AICc 23.7 34.9 35.8

Hadronic ECPL model without systematics

Slope, �p �2.25+0.13
�0.13 �2.49+0.07

�0.07 �2.48+0.08
�0.08

Ec,p [TeV] 0.26+0.08
�0.08 1.0+0.3

�0.3 1.6+0.6
�0.6

�2/Nd.o.f 21.5/16 24.9/22 26.5/16
�2

red 1.34 1.13 1.66
AICc 29.1 32.0 34.1

Leptonic BPL model with systematics

Slope 1, �e,1 0.4+1.9
�1.9 �1.6+0.8

�0.3 �1.4+0.8
�0.7

Slope 2, �e,2 �3.70+0.17
�0.17 �3.6+0.2

�0.2 �3.75+0.13
�0.11

Eb,e [GeV] 13+3
�3 20+9

�8 30+11
�10

�2/Nd.o.f 12.9/12 22.8/18 16.8/12
�2

red 1.08 1.27 1.40
AICc 37.1 43.4 41.0

Hadronic ECPL model with systematics

Slope, �p �2.22+0.06
�0.10 �2.51+0.05

�0.05 �2.40+0.15
�0.15

Ec,p [TeV] 0.23+0.06
�0.04 0.9+0.2

�0.2 1.0+0.6
�0.6

�2/Nd.o.f 21.1/13 20.4/19 19.9/13
�2

red 1.62 1.07 1.53
AICc 40.1 37.1 38.9

Notes. For the leptonic modelling, �e,1 and �e,2 are the best-fit slopes
below and above the best-fit energy break (Eb,e), respectively, of the
electron energy distribution. For the hadronic case, �p is the best-fit
slope and Ec,p is the best-fit cuto↵ energy of the proton energy dis-
tribution. We provide the �2

red fit statistics (�2
red = �

2/Nd.o.f ) and the
daily AICc values (see text). The sum of the AICc values for all days
for the leptonic model without and with systematics is 94.4 and 121.5,
respectively, while for the hadronic model without and with systemat-
ics, it is 95.2 and 116.1, respectively. The error values correspond to the
quadratic sum of 1� fit and sampling errors (Appendix C). The units of
Ec,p and Eb,e are in TeV and GeV, respectively.

parameters in the fitting process (see Appendix D). The best-fit
results are shown in Table 4. The hadronic and leptonic results
with and without systematic are compatible and exhibit the same
temporal trends of the particle spectra.

We summed the AICc values of all the observation days and
compared the models with and without systematics. The leptonic
and hadronic model fits without systematics are both favoured
over considering them (�AICc = 27.1 and �AICc = 20.9, with a
relative likelihood of 1 ⇥ 10�6 and 3 ⇥ 10�5 for the leptonic and
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LST-1 Early Science

• The brightest of all time (“The BOAT") GRB, 1 event every ~103 yrs
• Peak energy flux* = 105 Crab Units (LHAASO 2023)
• GRB prompt phase during strong moonlight conditions 

• Hint of detection with LST-1 on Oct. 10 (T0 + 1.33 d): 4.1𝜎
• Bridges the HAWC and H.E.S.S. ULs, and provides constraints  

structured jet models (Ren+ 2024, Zheng+ 2024)

GRB221009A: “The Boat"

• The brightest of all time (BOAT) GRB
– Rate of ≤ 1 event every 1000 years 

(Williams et al. 2023)

• The first GRB with detection of the VHE 
afterglow onset 
– Peak energy flux* = 10! Crab

(LHAASO Collaboration 2023)

• Evidences of a structured jet
(e.g. Zhang et al. 2023, Ren et al. 2024, Zheng et al. 2024)

• Burst during bright moonlight
– Challenging for Imaging Atmospheric 

Cherenkov Telescopes (IACTs) 

2

GRB 221009A

Credit: NASA’s Goddard Space Flight Center and Adam Goldstein 
(USRA)

*Energy flux between 0.3 ⎼ 5 TeV
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Figure 3. MWL intrinsic light curve of GRB 221009A corrected for EBL attenuation versus time since the burst trigger (T0)
shifted by +226 s (see text). The energy fluxes for the energy range 0.3–5TeV with LHAASO (dark gray vertical triangles;
LHAASO Collaboration 2023), HAWC (green diamond; adapted from Ayala & HAWC Collaboration 2022, see text), LST-1
(black filled and empty circles for ULs and the energy flux point, respectively; this work) and H.E.S.S. (orange squares; adapted
from Aharonian et al. 2023, see text) are compared with the best-fit emission models from Ren et al. (2024); Zhang et al. (2025);
Zheng et al. (2024) in gold, red and purple, respectively. For the latter two models, the contributions from the inner and outer
jet regions are also shown separately. In addition, the light curve at HE gamma rays with AGILE (light blue dots; Tavani et al.
2023) and Fermi-LAT (light blue horizontal triangles; Extended Table 3 of Axelsson et al. 2024) are displayed with the energy
fluxes at X-rays with Swift-XRT (light gray; Williams et al. 2023).

jet plasma (Sari et al. 1999; Rhoads 1999)6. The jet766

break time constrains the half-opening angle of the jet767

to be →0.6 deg, much narrower than that inferred for768

most previously known GRBs (LHAASO Collaboration769

et al. 2023). Coverage at other wavelengths contempora-770

neous with the LHAASO observations is sparse, but X-771

rays were measured at some early epochs by HXMT and772

GECAM-C with light curves similar to LHAASO, show-773

ing that the emission can originate from the same nar-774

row jet (An et al. 2023). If this narrow jet was the only775

6
For alternative interpretations, see Khangulyan et al. (2024); Fof-

fano et al. (2024)

emitting region, light curves at all other wavelengths af-776

ter the break time are expected to be relatively steep,777

similar to that at VHE seen by LHAASO. However, the778

observed HE gamma-ray, X-ray, and optical light curves779

at T ↭ T →+1000 s reveal decay slopes that are consid-780

erably shallower, strongly indicating that an emission781

region separate from the narrow jet is necessary. The782

most likely such region is a wider, outer jet surrounding783

the narrower, inner jet. In general, physical properties of784

the jet such as the kinetic energy Ekin and bulk Lorentz785

factor !b,0 can be distributed as nontrivial functions of786

angle ω from the jet axis. GRB afterglow models as-787

suming such jet configurations as initial conditions are788
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Figure 1. ω2 plot using observations recorded at T0+1.33 d.
The ω2 distributions centered at the GRB 221009A position
(ON) and the mean background estimation from the three
reflected regions (OFF) are displayed as black points and
dark orange error bars, respectively. The vertical dashed line
indicates the angular size used to compute the detection sta-
tistical significance (Li&Ma Sig.) and signal-to-background
ratio (S/B). The vertical error bars correspond to 1ε statis-
tical errors.

is fixed to ! = →2 during the fitting process and the607

computation of the SED and light curve. This index is608

similar to that seen by LHAASO at much earlier epochs609

(LHAASO Collaboration et al. 2023). We also checked610

the case of assuming ! = →3, and obtain comparable611

results. The range of ! we consider covers the value612

of ! ↑ →2.5 determined by Fermi-LAT at energies and613

times that overlap with the LST-1 observations (Axels-614

son et al. 2024). ULs are computed at a 95% confidence615

level when the test statistic (TS) is below 4, otherwise616

points with error bars are placed. Error uncertainties617

correspond to 1ω statistical errors.618

Figure 2 shows the SEDs for the three periods using619

the moonlight (T0+1.33 d and T0+3.33 d) and dark (T0+620

[6.30, 17.32] d) observations. The lower energy bound is621

200GeV and 50GeV for the moonlight and dark anal-622

yses, respectively. We can constrain the EBL-corrected623

SED points to be below a few 10→11 erg cm→2 s→1 at624

E < 1TeV, with the most constraining ULs at several625

hundreds of GeV. For the first observation day, we ob-626

tain a SED point with a local TS = 6.9 in the energy bin627

between 0.38TeV and 0.74TeV. We obtain compatible628

SED results with the source-dependent analysis (see Ap-629

pendix A), for which a significant SED point (TS = 9.0)630

is also obtained in the same energy bin for the observa-631

tions at T0+1.33 d, while ULs constrain the emission at632

a similar di”erential flux level. We note that the SED633

for the source-dependent analysis at T0+1.33 d is shifted634

Figure 2. Intrinsic SED of GRB 221009A corrected for EBL
attenuation on 10 October 2022 (T0+1.33 d; pink), 12 Octo-
ber 2022 (T0+3.33 d; brown) and between 15 and 27 October
2022 (all dark, T0 + [6.30, 17.32] d; olive), respectively. For
the latter SED, the diamond and square olive empty mark-
ers show the e!ect of increasing and reducing by 0.5% the
normalization of the background, respectively.

towards higher flux values/ULs, compared to the source-635

independent SED across the studied energy range. On636

the contrary, this shift is not visible for T0 + 3.33 d and637

T0+[6.30, 17.32] d data (see Fig. 5). The presence of this638

shift only at T0 + 1.33 d may be caused by accentuated639

systematic uncertainties due to the high NSB conditions640

a”ecting these observations. Yet, overall, no significant641

di”erence is observed between the two analysis for any642

of the periods.643

The e”ect of varying the background normalization by644

±0.5% is shown in Fig. 2 to evaluate possible systematic645

errors in the background estimation. A ±0.5% relative646

di”erence in events between the control OFF regions and647

the mean OFF events are observed for the dark obser-648

vations at the lowest energies (E < 200GeV), where the649

number of events is large, O(105–106). The modification650

of the background normalization by ±0.5% corresponds651

to a ↑60% relative di”erence in the estimated SED ULs652

at the lowest energies for T0+[6.30, 17.32] d. As pointed653

out in Abe et al. (2023b), the monoscopic configuration654

of LST-1 leads to modest background suppression power655

close to the threshold of the telescope. On the contrary,656

the tighter cuts and higher energy fit range used for the657

moonlight observations reduce the number of events to658

O(103), making the systematic uncertainty associated659

with the background normalization not relevant for this660

dataset. Applying the background normalization test on661

the estimated SEDs at T0+1.33 d and T0+3.33 d results662

in small changes (less than 3%).663
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Figure 1. ω2 plot using observations recorded at T0+1.33 d.
The ω2 distributions centered at the GRB 221009A position
(ON) and the mean background estimation from the three
reflected regions (OFF) are displayed as black points and
dark orange error bars, respectively. The vertical dashed line
indicates the angular size used to compute the detection sta-
tistical significance (Li&Ma Sig.) and signal-to-background
ratio (S/B). The vertical error bars correspond to 1ε statis-
tical errors.

is fixed to ! = →2 during the fitting process and the607

computation of the SED and light curve. This index is608

similar to that seen by LHAASO at much earlier epochs609

(LHAASO Collaboration et al. 2023). We also checked610

the case of assuming ! = →3, and obtain comparable611

results. The range of ! we consider covers the value612

of ! ↑ →2.5 determined by Fermi-LAT at energies and613

times that overlap with the LST-1 observations (Axels-614

son et al. 2024). ULs are computed at a 95% confidence615

level when the test statistic (TS) is below 4, otherwise616

points with error bars are placed. Error uncertainties617

correspond to 1ω statistical errors.618

Figure 2 shows the SEDs for the three periods using619

the moonlight (T0+1.33 d and T0+3.33 d) and dark (T0+620

[6.30, 17.32] d) observations. The lower energy bound is621

200GeV and 50GeV for the moonlight and dark anal-622

yses, respectively. We can constrain the EBL-corrected623

SED points to be below a few 10→11 erg cm→2 s→1 at624

E < 1TeV, with the most constraining ULs at several625

hundreds of GeV. For the first observation day, we ob-626

tain a SED point with a local TS = 6.9 in the energy bin627

between 0.38TeV and 0.74TeV. We obtain compatible628

SED results with the source-dependent analysis (see Ap-629

pendix A), for which a significant SED point (TS = 9.0)630

is also obtained in the same energy bin for the observa-631

tions at T0+1.33 d, while ULs constrain the emission at632

a similar di”erential flux level. We note that the SED633

for the source-dependent analysis at T0+1.33 d is shifted634

Figure 2. Intrinsic SED of GRB 221009A corrected for EBL
attenuation on 10 October 2022 (T0+1.33 d; pink), 12 Octo-
ber 2022 (T0+3.33 d; brown) and between 15 and 27 October
2022 (all dark, T0 + [6.30, 17.32] d; olive), respectively. For
the latter SED, the diamond and square olive empty mark-
ers show the e!ect of increasing and reducing by 0.5% the
normalization of the background, respectively.

towards higher flux values/ULs, compared to the source-635

independent SED across the studied energy range. On636

the contrary, this shift is not visible for T0 + 3.33 d and637

T0+[6.30, 17.32] d data (see Fig. 5). The presence of this638

shift only at T0 + 1.33 d may be caused by accentuated639

systematic uncertainties due to the high NSB conditions640

a”ecting these observations. Yet, overall, no significant641

di”erence is observed between the two analysis for any642

of the periods.643

The e”ect of varying the background normalization by644

±0.5% is shown in Fig. 2 to evaluate possible systematic645

errors in the background estimation. A ±0.5% relative646

di”erence in events between the control OFF regions and647

the mean OFF events are observed for the dark obser-648

vations at the lowest energies (E < 200GeV), where the649

number of events is large, O(105–106). The modification650

of the background normalization by ±0.5% corresponds651

to a ↑60% relative di”erence in the estimated SED ULs652

at the lowest energies for T0+[6.30, 17.32] d. As pointed653

out in Abe et al. (2023b), the monoscopic configuration654

of LST-1 leads to modest background suppression power655

close to the threshold of the telescope. On the contrary,656

the tighter cuts and higher energy fit range used for the657

moonlight observations reduce the number of events to658

O(103), making the systematic uncertainty associated659

with the background normalization not relevant for this660

dataset. Applying the background normalization test on661

the estimated SEDs at T0+1.33 d and T0+3.33 d results662

in small changes (less than 3%).663

Abe et al. 2025c (accepted)
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LST-1 Early Science

• Most distant quasar ever detected in VHE (z=0.9973) and 
second most distant VHE source after GRB 201216C

• Not detected in VHE before. Attempted by MAGIC (2014, 
2019)

• Strong attenuation by EBL in the VHE regime + intrinsic 𝛾-𝛾 
absorption

• Extensive MWL campaign (radio, IR, optical, UV, γ-ray)

OP 313: the farthest AGN @ VHEs

PRELIMINARY
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Daniel Mazin Canfranc, seminar, 27 May 2025

Transient Observations

28

• Low energy threshold is a key for 
the extragalactic transient source 
detections 

• LST-own transient handler in place 

• Automatic reaction (repointing and 
data taking) to filtered alerts

Statistics since December 2023

Delay of observations w.r.t. T0

LST-1 Early Science

• LST-1 low Eth of few 10’s GeV is crucial for 
transient sources (typically soft: Γ≳2) 

• Fast repositioning (required for very fast 
transient events, e.g. GRBs, GWs…)

• Automatic follow-up (procedure already 
implemented (“Transients Handler”

Transients follow-up

Daniel Mazin Canfranc, seminar, 27 May 2025

Transient Observations

28

• Low energy threshold is a key for 
the extragalactic transient source 
detections 

• LST-own transient handler in place 

• Automatic reaction (repointing and 
data taking) to filtered alerts

Statistics since December 2023

Daniel Mazin Canfranc, seminar, 27 May 2025

Transient Observations

28

• Low energy threshold is a key for 
the extragalactic transient source 
detections 

• LST-own transient handler in place 

• Automatic reaction (repointing and 
data taking) to filtered alerts

Statistics since December 2023

Adapted from D. Mazin, Canfranc (2025)
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Fig. 23-24: Cross check analysis. Significance and excess maps obtained using the FoV method, considering 1 TeV < E < 10 TeV. In white 
are reported the 3σ and 4σ contour lines for the significance map and the contour line at 150 events for the excess map. Credit: G. Pirola

LST-1 data analysis: Back-up

LST-1 Early Science
Steady VHE γ-ray sources

Sky Map: wide & clear view of LST-1

14

TS
 M

ap
Sg

r A
* &

 G
0.

9+
0.1

 
su

bt
ra

ct
ed

PRELIMINARY

PRELIMINARY

G0.9+0.1 (13σ)

Sgr A* (30σ)

Ridge Diffuse (20σ)

Radio Arc (1.8σ)

*Significance in this study: >400 GeV 
**cf. MAGIC 2020 (100hr, >1 TeV):
Sgr A*: 48σ, G0901: 11σ, Arc: 6.4σ, Diffuse: 17σ.

Sky Map: wide & clear view of LST-1
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Dark Matter line signals from WIMPs
Monochromatic gamma-ray signals from WIMP DM interactions constitute a 
potential smoking gun signature for annihilating or decaying dark matter particles. 

Search for a peak on ‘smooth’ counts spectrum majorly dominated by background. Currently we are 

focusing on direct 𝛾𝛾 channel, plan to explore more sharp spectral features like VIB

5CTAO 2024CTAO 2024

Search for Line-Like DM Signals

possible monochromatic photons 
from the line annihilation and from the 
(virtual) internal bremsstrahlung.

3

Hypothetical line-like signals from DM annihilation can serve as a powerful 
signature to identify. We are studying it with LST-1 likewise CTAO 2024 below.

Characteristic peak on smooth background.
very similar to the Higgs discovery plot…!!

GC region

The quest for PeVatrons

photons, tested range is bounded by upper limits set by CAST ga� < 6.6 ⇥ 10�10 GeV�1,80

while the lower bound is set to 2 ⇥ 10�12 GeV�1.81

3 Statistical framework and preliminary results82

The evaluation of the alternative hypotheses that assume the existence of ALPs is performed83

using the likelihood maximization method, similarly as in [13]. We define the likelihood as:84

L(ma, ga�, µ|D) =
Y

i,k

Li,k(ma, ga�, µi|Di,k), (3)

where µi are the nuisance parameters coming from the fit function to the spectra for the i–th85

bayesian block in our dataset, and Di,k are the number of ON and OFF events observed in the86

k–th energy bin from the i–th bayesian block. For the test statistic, we use the likelihood ratio87

defined as:88

TS(ga�,ma) = �2� lnL = �2 ln
L(ma, ga�, µ̂|D)

L̂
, (4)

where L̂ is the maximum value of the likelihood over the parameter space, while µ̂ are the89

parameters of the fit that maximize the likelihood for a given coupling ga� and mass ma.90

Combination of the exclusion limits, obtained from each bayesian block dataset, is performed91

on the level of test statistic. The test statistic assigned to one particular model of ALPs for all92

di↵erent sources is summed and the confidence level for obtaining the exclusion regions is93

computed. To compute the coverage, we perform 100 Monte Carlo simulations of each source94

dataset and repeat the process to estimate the distribution of combined test statistic and derive95

the 95% and 99% confidence levels. The exclusion significance is then expressed in numbers96

of the equivalent standard deviations �, derived from the confidence levels. Preliminary97

constraints obtained from combining three out of seven blocks (in total) are shown in Fig 1.

Figure 1. Prelimary constraints on the ALPs parameter space using selected part of the LST-1 dataset
of Mrk 421 and Mrk 501.

98

4 Next steps and future prospects99

Next steps of this ongoing work are the addition and analysis of the remaining datasets100

(bayesian blocks), as well as derivation of complete exclusion region from all the blocks101

Search for Dark Matter signatures
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4FGL J2108.0+5155

4FGL J2109.5+5238c

4FGL J2115.2+5219c

4FGL J2110.7+5129

XMMLHAASO

HS
+ +

+

+

+

+

Fig. 3. Fermi-LAT TS map in Galactic coordinate above 2 GeV, which
shows the sources present in the 4FGL-DR3 catalog with their 95%
positional errors (magenta and red ellipses). The small green rectan-
gle indicates the position of the LHAASO source with statistical uncer-
tainty on RA and Dec derived from a two-dimensional Gaussian model,
while the smaller green circle represents 95% position uncertainty of
0.14� reported by Cao et al. (2021a). The larger green circle indicates
the 95% UL on the source extension (0.26�). The white cross highlights
the position of a new potential hard source, whereas the yellow contour
indicates the FoV of the previously discussed XMM observation.

of 4FGL J2108.0+5155, whereas using a harder photon index
moves the peak toward the southeast (in Galactic coordinates).
This trend becomes even more evident when we move towards
higher energies. Already above 2 GeV, the excess of the TS maps
assumes an elongated shape toward the southeast, and can no
longer be considered as point-like, nor can it be reproduced by an
extended symmetric Gaussian. These TS maps (Fig. 4) confirm
the very soft spectral behavior of 4FGL J2108.0+5155, whose
flux steeply drops above a few GeVs, and suggest the presence
of two di↵erent sources with clearly distinct spectra, located at
two di↵erent positions separated by ⇠0.4�. One of these sources
is 4FGL J2108.0+5155, which is already included in the 4FGL-
DR3 catalog, whereas the other is a new hard source (hereafter
HS), approximately located at l = 92.35� and b = 2.56�, not
included in the catalog. Such sources are di�cult to distinguish
from one another at low energies because of the relatively large
PSF of the Fermi-LAT instrument, and it is not trivial to spatially
disentangle them. On the contrary, they are clearly distinguish-
able above a few GeVs, where the PSF becomes smaller than
the two source separations7. The existence of two distinct peaks
is also evident in the nonsmoothed TS maps. Assuming a flat
spectrum, the excess at the position of HS dominates over that
of 4FGL J2108.0+5155 above ⇠4 GeV. If instead we assume a
harder spectrum, a similar transition occurs at even lower ener-
gies. It is important to mention that the new HS source does not
spatially correlate with the local structure of the di↵use Galactic
emission model.

Adding the new HS source in the original source model
and rerunning the likelihood fit analysis provides slightly dif-

7 As a matter of reference, 0.4� corresponds to more than
68% containment angle above 3 GeV for the Fermi-LAT instru-
ment. At higher energies, the PSF decreases, reaching 0.2� and
better above 10 GeV. For a detailed Fermi-LAT PSF dependence
on energy see: https://www.slac.stanford.edu/exp/glast/
groups/canda/lat_Performance.htm

ferent results for the spectral shape of 4FGL J2108.0+5155,
which is now fitted with a log parabola with a normalization
of (9.9 ± 0.9) ⇥ 10�13 ph cm�2 s�1MeV�1, ↵ = 2.7 ± 0.2 and
� = 0.32 ± 0.16, assuming the same fixed value for Eb. The
new HS source is detected with a significance of ⇠4�, and
its spectrum can be fitted with a PL with a normalization of
(1.5 ± 0.9) ⇥ 1013 ph cm�2 s�1MeV�1 and a photon index of
� = 1.9 ± 0.2, using an energy scale of E0 = 1 GeV. If we fix
the photon index, the normalization accuracy of HS improves
to (1.5 ± 0.5) ⇥ 10�13 ph cm�2 s�1MeV�1. Due to the HS small
flux at low energies, its inclusion in the model does not signif-
icantly a↵ect the spectral results of the neighboring sources, in
particular at low energies. Using a di↵erent model to represent
the HS source, such as a log parabola or ECPL does not improve
the likelihood fitting, and so the simple PL is preferred, which
presents fewer degrees of freedom. The angular separation of
this HS from the LHAASO J2108+5157 source is 0.27�, which
is larger than the 95% upper limit of the extension provided in
Cao et al. (2021a), and is therefore unlikely to be its counterpart.

The SED points of J2108.0+5155 and HS shown in Fig. 5
were computed by running a separate independent likelihood
analysis in each smaller energy band, replacing the source of
interest with a simple PL spectrum. The normalization of this
spectrum was let free to vary in the fit, whereas its photon index
was fixed to the local slope (↵) of the log parabola in the case of
J2108.0+5155, and to the previous obtained photon index � in
the case of the HS source. The error bar represents 1� statistical
error. The confidence band represents the 1� error obtained from
the covariance matrix of the fit.

The discrepancy between our flux and that provided by
Cao et al. (2021a) can arise from the several di↵erences present
between the two analyses, which we highlight in this article. In
particular, we used a more recent IRF, a more recent source cat-
alog, and a more recent isotropic di↵use emission component.
Furthermore, Cao et al. (2021a) provided the integral flux value
assuming a symmetric Gaussian extended source with a radius
of 0.48�, and our TS map results suggest this is not a correct
assumption (see Fig. 4).

2.3. XMM-Newton

The field surrounding LHAASO J2108+5157 was observed
by XMM-Newton on June 11, 2021, for a total of 13.6 ks.
The observation was centered on RA(J2000)=317.0170�,
Dec(J2000)=+51.9275�. We reduced the data from the
European Photon Imaging Camera (EPIC)8 of XMM-Newton

using XMMSAS v19.1 and the X-COP data-analysis pipeline
(Eckert et al. 2017; Ghirardini et al. 2019). After screening the
data and creating calibrated event files using the standard chains,
we used the XMMSAS tasks pn-filter and mos-filter to
filter out time periods a↵ected by strong soft proton flares. After
excising the flaring time periods, the clean exposure time is
4.7 ks (MOS1), 4.9 ks (MOS2), and 3.0 ks (pn). From the clean
event files, we extracted images in the soft (0.5–2 keV) and
hard (2–7 keV) bands, and used the eexpmap task to create
e↵ective exposure maps accounting for vignetting, bad pixels,
and chip gaps. To estimate the nonX-ray CR-induced back-
ground (NXB), we made use of the unexposed corners of the
detectors to rescale the filter-wheel-closed event files avail-
able in the calibration database. We then reprojected the filter-
wheel-closed data to match the attitude file of our observation

8 The EPIC is made of three co-aligned detectors: MOS1, MOS2
and pn.
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Fig. 1. ON (blue) and OFF (orange) counts detected by the LST-1 telescope after selection cuts in 49.3 hours of e↵ective observation time in
four blindly selected energy bins. Number of excess events in the first two ✓2 bins for the highest energies is 45 ± 13 with a Li and Ma detection
significance of 3.67�.

Table 1. Best-fit parameters for the spectral analysis performed on the LST-1 data alone using a PL model of the spectrum, and for the joint fit to
LST-1 and LHAASO data using ECPL.

Data Spectral N0 � Ecuto↵ �2 logL
model [⇥10�14 cm�2 s�1 TeV�1] [TeV]

LST-1 PL 8.0 ± 5.4 1.62 ± 0.23 . . . 5.17
LST-1 + LHAASO ECPL 7.6 ± 4.8 1.37 ± 0.22 50 ± 14 7.30

Fig. 2. Spectral energy distribution of the LHAASO J2108+5157 source
observed with LST-1. The green confidence band represents the best-
fitting PL spectral model of LST-1 data and its statistical uncertainties.
The blue confidence band shows a joint likelihood fit of the LST-1 data
and LHAASO flux points with an ECPL spectral model. The ECPL
spectral model was used to estimate the 95% confidence level ULs on
the di↵erential fluxes shown in all energy bins.

Eb = 1580.67 MeV). The other three 4FGL sources visible in
Fig. 3 are fainter and present a softer log-parabolic spectrum
with a turnover at lower energies, with the only exception being
J2109.5+5238c, whose spectrum is a PL with a photon index
of 2.6, which locally overtakes the flux of 4FGL J2108.0+5155
above a few tens of GeV.

The spectrum of the closest source to LHAASO
J2108+5157, namely 4FGL J2108.0+5155, presents a steep
decrease above a few GeVs, which is not compatible with the

Table 2. LST-1 flux ULs (95% confidence level) assuming a point-like
source with an ECPL spectral model.

E min E max Flux ULs TS

[TeV] [TeV]
"
⇥10�14

cm�2s�1

#

0.32 1.00 30.8 0.85
1.00 3.16 19.2 0.23
3.16 10.00 10.6 4.19
10.00 31.62 4.86 7.07
31.62 100.00 1.20 0.15

UHE LHAASO points. Therefore, its physical relation to the
UHE source is challenging (see the discussion in the following
sections). By rerunning the analysis, extending the low-energy
threshold to 500 MeV and to 300 MeV, and properly increasing
and adapting the selected ROI, the fitted spectra that we obtain
present some scatter at low energy, which is due to the large
instrument PSF. Although it depends on how much freedom we
allow in the fit to the neighboring sources and to the Galactic
di↵use emission, in all cases the trend converges toward a
unique and consistent behavior above a few GeVs.

In order to verify the goodness of the used source model at
high energies, we constructed a 15� ⇥ 15� TS map centered on
the LHAASO source, removing the source 4FGL J2108.0+5155
from the model. We computed the TS map above di↵erent
threshold energies, from 1 GeV to 10 GeV, and we used a PL
spectrum for the putative source, assuming di↵erent � indices
(from �1.5 to �3). Some of these TS maps are reported in
Fig. 4. Each TS map has been smoothed with a Gaussian with
a standard deviation equal to 68% of the Fermi-LAT contain-
ment angles at each di↵erent threshold energy. From this analy-
sis, we can clearly see that, assuming a very soft photon index,
above 1 GeV the peak of the TS map coincides with the position

A75, page 5 of 16

6

MAGIC+4 LSTs SII

● Experienced team with technical 
implementation thanks to current work 
with LST1

● 10% rel. error in diameter for magB 6 stars 
in just 2.5 h with MAGIC4 LSTs

● We expect an increase in sensitivity of 
factor 4 for MAGICLST and factor 10 for 
MAGIC4 LSTs

Photo credit: Javier Herrera

S. Abe, et al. 2024

10% error in diameter

Irene Jiménez Martínez MPP - 15th May 2025

Stellar intensity interferometry

17

Angular Resolution: UV plane

Photo credit: Javier Herrera

I. Jiménez Martínez
θ = 0.6 mas
δ = 25 deg

Irene Jiménez Martínez MPP - 15th May 2025

SED: Ridge Diffuse Emission

19

Despite the currently limited exposure,
LST-1 is already a big contributor to a study of the diffuse emission.

SED: Point-like Sources

18

LST-1 results are generally consistent with prior studies. Diffuse model 
has a non-negligible contribution to the derived spectra of other sources.
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LSTs in CTAO North, La Palma

31

May 2025

Adapted from D. Mazin, Canfranc (2025)

LST array coming soon…
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LST array coming soon…

Daniel Mazin Canfranc, seminar, 27 May 2025

LSTs in CTAO North, La Palma

31
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Adapted from D. Mazin, Canfranc (2025)

Thanks! 
(and stay tuned)
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